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It is commonly thought that diffusion-induced stress is one of the main factors causing loss of capacity in electrode materials.
To understand stress evolution on the phase boundary during the lithiation process, we develop a finite element model adopting
lithium ion concentration-dependent anisotropic material properties and volume misfits. Increased mechanical stresses on the phase
boundaries are observed during the lithiation process. When the particle is more fully lithiated, larger stresses occur on the free
surfaces and these may be related to the cracks on the ac-plane. The C-rate dependent strain energy evolution is also studied. The result
shows that with the same amount of lithiation, particles experience different strain energies due to varied C-rate discharging. The
high elastic energy from the high C-rate model suggests that the system becomes unstable, and a homogeneous phase transformation
path is more plausible for the system. The current study provides a connection between diffusion-induces stresses on the phase
boundary and the cracking propensity on free surfaces. Thus, the study could be used to better understand the mechanisms that cause
particle fracture and capacity loss.
© 2013 The Electrochemical Society. [DOI: 10.1149/2.079311jes] All rights reserved.
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Due to their high energy density, lithium-ion batteries are cur-
rently preferred as the main energy storage devices for PHEVs/EVs.1,2

However, retaining the lithium-ion battery capacity is one of the ma-
jor challenges facing the electrochemical community today. Capacity
loss is found in several conditions, such as at a high (dis)charging rate2

or with long periods of cycling,3 and the capacity fade is strongly re-
lated to the mechanical stresses inside the materials.4,5 Among many
cathode materials, the olivine-based LiFePO4 with an orthorhom-
bic crystal structure provides excellent characteristics for application
in EVs/PHEVs such as: good thermal stability, abundant iron re-
source, low raw material cost, and high theoretical energy density
(170 mAh/g).5 However, electronic conductivity and diffusivity for
LiFePO4 are considerably lower than those of LiMn2O4 and LiCoO2

materials,6,7 and these intrinsic disadvantages of LiFePO4 are cur-
rently improved by doping, carbon coating, nano-scale particle size,
or synthesis controls.5,8–10 Nevertheless, an understanding of the fun-
damental mechanisms resulting in capacity loss needs to be obtained,
and it will hopefully culminate in breakthroughs in lithium-ion battery
technology via synergistic investigative activities that bridge theory,
computation, experiment, and manufacturing.

It has been reported that the electrochemically cycled LiFePO4

under low C-rate exhibits a two-phase system:11–14 lithium-rich
(LiFePO4) and lithium-poor (FePO4) phases. These two phases have
similar crystal structures and are constrained by a coherent interface
during the phase transformation.15 Because of different lattice con-
stants for the two phases, approximately 7–9% volume misfits are
observed.16 Moreover, computational simulations and experimental
observations have identified that lithium ion diffusion in LiFePO4 is
one-dimensional and confined along the b-axis.17–21 Chen et al.22 have
studied the phase boundary via high resolution transmission electron
microscopy, and two phases separated by a visible disordered zone
on the bc-plane were observed. On the other hand, Laffont et al.23

have reported a nano-sized interfacial zone (ca. 8–22 nm), and it is
always found in a partially lithiated/delithiated particle with sizes of
130, 170 or 172 nm. It is concluded that the phase boundary tends to
move along the a-axis with the extension of the pre-existing phase.
Later, Delmas et al.24 proposed a domino-cascade model to explain
the intercalation/extraction of lithium ions in a single particle based
on the assumption that a mixture of particles in a discharging sample
are either fully lithiated or delithiated. It is suggested that the phase
boundary propagation wave along the a-axis is formed because of
the relatively low energy barrier in the distorted interfacial area. The
model was later confirmed experimentally by Brunetti et al.,25 show-
ing that most particles ranging from 50 nm to 300 nm in a partially
charged lithium-ion cell sample are either in a fully LiFePO4 phase
or a FePO4 phase.
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Meethong et al.12 and Tang et al.26,27 discussed the role of the
coherency-induced elastic energy during the phase transformation by
incorporating spherical particles. Van der Ven et al.28 studied the role
of coherent strains on the phase stability of needle crystallites and it
was concluded that the minimum strain energy could be maintained by
decreasing the interfacial area on the bc-plane between two phases.
By incorporating anisotropic volume expansions during the phase
transformation, Tang et al.29 and Cogswell et al.30,31 utilized a phase
field method to study changes in the phase boundary morphology on
plate-like particles. However, concentration-dependency of material
properties and volume misfits were not included. In contrast, Desh-
pande et al.32 adopted an isotropic core-shell model while incorporat-
ing concentration-dependent elastic moduli to study diffusion-induced
stresses, and it is suggested that material stiffening is beneficial for
avoiding surface cracking. However, their model considered isotropic
diffusion and phase boundary movements.32 Moreover, other interca-
lated electrode materials, such as LiCoO2 and LiMn2O4, have also
been extensively studied,33,34 specifically the studies focused on de-
veloping mathematical models to delineate diffusion-induced stresses
and interphase stresses due to phase boundary movement.

Despite the collective studies, it is absolutely necessary and timely
to study the diffusion-induced stresses in LiFePO4 as a whole: the
anisotropic directions of the diffusion and the phase movement should
be incorporated, and the concentration-dependency of anisotropic ma-
terial properties and volume expansions should be considered. There-
fore, in the current study we use a single plate-like LiFePO4 particle
with the aforementioned anisotropic properties as our model system to
investigate the mechanical stress evolution, specifically on the phase
boundary during the lithiation process. We relate our stress fields at
the different lithiation stages to the fracture tendency in the particle,
and we compare the strain energy variation at different C-rates. The
results from the current study could be used to provide a better under-
standing of mechanisms that interface lithium ion diffusion, stresses
on the phase boundary, fracture propensity, and C-rates.

Method

We use a thermal stress analysis approach to investigate diffusion-
induced stress evolution at the two-phase boundary during the lithia-
tion process, whereas the thermal diffusivity mimics the lithium-ion
diffusivity, and the temperature gradient represents the lithium-ion
concentration gradient. The anisotropic diffusion-controlled model is
considered in the current study.29,35 ANSYS finite element software
(ANSYS, Inc., Canonsburg, Pennsylvania, USA) is incorporated and a
plate-like LiFePO4 single particle with dimensions of 150 nm × 60 nm
× 100 nm is developed (Figure 1); the particle size is designed to be
within the range of experimental observation.23–25 The finite element
model containing 3780 elements is divided into 10 layers along the
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Figure 1. A plate-like LixFePO4 single particle finite element model with a
dimension of 150 nm × 60 nm × 100 nm, where lithium ions diffuse along the
b-axis and the phase boundary moves along the a-axis. The model is divided
into 10 layers along the a-axis, and each layer represents one lithium ion
diffusion channel. Colored legend: High lithium ion concentration is in red
and low lithium ion concentration is in blue.

a-axis and each layer represents one lithium-ion diffusion channel,
whereas each channel contains 378 elements along the b-axis. A 10-
step finite element analysis is designed, such that each step represents
diffusion in each channel.

The anisotropic diffusion-controlled analysis requires a set of
boundary and initial conditions for each channel: a unit of concentra-
tion on one surface φ (y, t) = φ (0, t) = 1, and a zero-concentration
on the other surface at the end of the said channel φ (y, t) = φ (1,
0) = 0 (Figure 1), where φ is the concentration, y is the diffusion
length along the b-axis, and t is the time required for the completion
of the diffusion. The time-dependent concentration gradient serves as
the driving force of the diffusion for the phase transformation,33,36,37

and it is described by the governing equation: ∂φ

∂t = D
(

∂2φ

∂y2

)
. That

is, the Fick’s second law of diffusion, where D is the diffusivity. The
concentration–independent diffusivity along the b-axis is defined as
Db = 1E-15 m2/s obtaining from Park et al.7 Since studies have shown
that lithium-ion hopping between channels is very unlikely,38 and to
ensure the anisotropic diffusivity, the diffusivities of the other two di-
rections are set to be 10-order of magnitude smaller comparing to the
one along the b-axis: Da = Dc = 1E-25 m2/s. It is to ensure that lithium
ions move smoothly and systematically from high-concentration re-
gions (in red) to low-concentration regions (in blue) within channels
(Figure 1).

For each step of the finite element analysis, the completion of the
diffusion for each channel is reached when the concentration φ (y, t)
= φ (1, 1) = 1 at the end of the channel. It is immediately followed by
the next analysis in the adjacent channel, where boundary and initial
conditions (i.e., φ (y, t) = φ (0, t) = 1 and φ (y, t) = φ (1, 0) = 0) are
assigned in the said channel and the Fick’s second law of the diffusion
is again applied. A total of 10 steps of finite element analysis complete
the lithiation of LixFePO4, where x represents lithiated percentages
(0% ≤ x ≤ 100%).

Concentration-dependent anisotropic material properties and vol-
ume expansions for LixFePO4 are incorporated: anisotropic mate-
rial property matrices [C] and the volume expansion (α) are defined
as follows: [C(x)] = x[C]Li FeP O4 + (1 − x)[C]FeP O4 and αi (x) =
xα

Li FeP O4
i , where i = a, b, and c representing lattice vectors. Or-

thorhombic elastic constants for both the lithium-rich and lithium-poor
phases are obtained from the reference.39 The anisotropic volume ex-
pansions of the LiFePO4 phases are obtained from the literature,12,16

in which αa = 5.8%, αb = 4.5%, and αc = −1.3%. These two
material properties are incorporated into the 10-step finite element
analysis. For example, at the 60% of the lithiation of one specific
channel, the anisotropic material property matrix is a linear com-

Figure 2. Particles with 40% lithiation at different C-rates. (a) A sequential
phase transformation path for the 1C model is considered.24 (b)-(c): High
C-rate phase transformation models utilize the approach proposed by Singh
et al.,35 where the number of phase boundaries is proportional to the C-rate. (d)
A representative multiple particle system at a high C-rate: lithium ions diffuse
in multiple channels or in the ac-plane simultaneously. Colored legend: High
lithium ion concentration is in red and low lithium ion concentration is in blue.

bination of two phases: [C(60%)] = 0.6[C]Li FeP O4 + 0.4[C]FeP O4 ;
The LiFePO4 phase is subjected to anisotropic volume expansions
as follows: αa = 60% αLi FeP O4

a = 60% × 5.8% = 3.48%, αb

= 60% α
Li FeP O4
b = 60% × 4.5% = 2.7%, and αc = 60% αLi FeP O4

c= 60% × (−1.3%) = −0.78%.
C-rate dependent lithiation and the associated phase transformation

paths are studied. Coherent interfaces are imposed between phases and
are assumed to be defect free in our finite element models. In our finite
element analyzes, a sequential phase transformation path for the lower
C-rate is considered (Figure 2a). The LiFePO4 phase initially nucleates
in channel 1 as such locations exhibit less interfacial area between
two phases (e.g. at corners)29 and the phase nucleation is along the
shortest diffusion length (along the b-axis for LiFePO4).18,23,40 Thus, a
domino-cascade model is used for 1C finite element models, as there
is no energy barrier in the interfacial region between two phases.24

For high C-rates, we follow models proposed by Singh et al.,35

where the number of phase boundaries is proportional to the number
of the C-rate (Figure 2b-2c). That is, the second phase is formed at two
different locations to provide two phase-boundary for the 2C model,
and the second phase is formed at four different locations to provide
six phase-boundary for the 6C model. Such assumption is based on the
surface-reaction-limited dynamics describing that the phase boundary
advances by filling channels sequentially in the crystal. It is claimed
that while more phase boundaries are formed, it allows more lithium
being inserted/extracted from the particle and thus provides higher
currents.35

The stress field on the phase boundary at different percentages of
lithiation is studied, and strain energies during lithiation with different
C-rates are also compared. A proposed multiple particle system with
a higher C-rate is discussed in the next section (Figure 2d). In the cur-
rent study, the strain energy reported from the finite element analysis
is formulated as U = ∫

σdε , where σ is the diffusion-induced stress
field, and ε is the corresponding strain field. The strain field is re-
lated to the deformation of the model due to concentration-dependent
anisotropic volume expansions. The total strain energy U is the sum-
mation of the strain energy of each element. The post-processing of
ANSYS is with a built-in capability to output the total strain energy
based on the individual strain energy of each element. The stress anal-
ysis consists 10 steps for a complete lithiation, and for each step, there
are several time increments to ensure the completion of the diffusion
in each channel. In the current study, we obtain the stress field and the
total strain energy at each time increment and for each analysis step,
until the particle is fully lithiated.

Results and Discussion

Normalized stress fields on the phase boundary (yz-plane or bc-
plane) at different percentages of lithiation for the 1C model are
compared: initial, 10%, 20%, 50%, 60%, 80%, and 90% lithiation
(Figures 3 and 4). Specifically, Figure 3a, 3g, and 3m represent
stress fields on the phase boundary between channels one and two
upon lithiation. When reaching 10% lithiation, the resultant stress
fields on the phase boundary between channels 1 and 2 are shown in
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Figure 3. A representative normalized stress field on phase boundaries at dif-
ferent lithiation stages for the 1C model. (a)-(f): the particle is in compression
(σxx) at low lithiation stages and in tension at high lithiation stages. This is due
to the volume misfit of the two phases and the coherent interface. (g)-(l) High
in-plane shear stresses (σxy) along the particle surfaces are observed, and the
results suggest that particles are subjected to the highest σxy at 50% lithiation.
(m)-(r): Lithiation-independent in-plane shear stresses σxz are uniformly dis-
tributed on the phase boundary and corners are subjected to higher mechanical
stresses. Colored legend: Tension is in red and compression is in blue.

Figure 3b, 3h and 3n. Moreover, after completing 50% lithiation, the
resultant stress fields on the phase boundary between channels 5 and
6 are shown in Figure 3d, 3j, and 3p. Increased mechanical stresses
at the phase boundaries are observed during the lithiation process.

Figure 4. A representative normalized stress field on the phase boundary at
different lithiation stages for the 1C model. An initial crack at the surface of
the particle under repetitive (dis)charging cycles could lead to Modes I, II, and
III fractures. (a)-(b) When the particle is more than 60% lithiated, larger σxx
tension exists on the free surface parallel to the z-axis, suggesting that a Mode
I fracture might occur if an initial flaw (presented in color red) exists on the ac-
plane. (c)-(d) Large σxy exists on the yz-plane parallel to the phase boundary,
suggesting that a Mode II fracture could occur. (e)-(f) Lithiation-independent
σxz on the phase boundary could lead to a Mode III fracture. Colored legend:
Tension is in red and compression is in blue.

Concentration-dependent normal stresses σxx are observed, and these
are due to molar volume misfits since two phases are constrained at a
coherent interface12 (Figure 3a-3f). It is observed that the particle is in
compression (σxx) at the low lithiation stage (Figure 3a-3c) and is in
tension beyond 50% lithiation in the current study (Figure 3d-3f and
Figure 4a). Various studies have implemented core-shell models to
investigate diffusion-induced stresses;32,33,41–44 of note, such geom-
etry of the two phases (shell and core) within the particle prohibits
sliding; therefore coherent interfaces do not exist between two phases.
Among these collective work, Christensen et al.33,41 and Deshpande
et al.32,42 have established analytical models describing stress profiles
of the particle for different electrode materials during (de)lithiation.
When solving the elasticity problem of the core-shell model, the
diffusion-induced stress in the equilibrium equation is treated as the
pressure (or a Lagrange multiplier) applying on the outer surface of the
model.32,33,41,42 Such treatment is analogous to the Elshelby’s inclusion
problem45 and the analytical solutions of the boundary value problem
generally result in compression on the particle surface, specifically
along the tangential direction. In contrast to these studies, the cur-
rent work considers the coherent interface between two phases during
lithiation, and this is the case for LiFePO4 particularly.12,27,29–31,46,47

As such, additional residual stresses due to the coherent interface
raises the system’s potential energy and provides distinct stress pro-
files from studies based on core-shell models.32,33,41,42 Our study also
shows that when the particle is toward fully lithiated (90%), larger
tension occurs on the free surface parallel to the z-axis (Figures 3f and
4a), suggesting a crack opening might occur if an initial flaw exists
on the ac-plane. Hence, lithium ion diffusion along the b-axis above
50% lithiation results in large normal stresses σxx and consequently a
Mode I fracture is likely to occur if an initial flaw exists (Figure 4b).

The lithiation causes non-negligible shear stress σxy, specifically
along the particle free-surfaces (Figures 3g-3l and 4c), suggesting that
such high shears could be responsible for the observed surface crack-
ing (Figure 4c-4d).22,48 It is observed that σxy increases when lithiating
to 50% (Figure 3g-3j), and the shearing stress starts decreasing beyond
50% lithiation (Figures 3j-3l and 4c). This indicates that LiFePO4 par-
ticles are subjected to the highest diffusion-induced shear stresses at
the 50% lithiation stage. Furthermore, lithiation-independent σxz are
uniformly distributed on the phase boundary (Figures 3m-3r and 4e).
The shear stresses are observed with larger values at corners close to
the free surfaces, indicating these locations are susceptible to fracture
(Figure 4e-4f). The normalized stress field in Figures 3 and 4 is to
delineate how each stress component is evolved during the lithiation
process. Comparing stress magnitudes at 50% lithiation, σxx : σxy : σxz

= 0.67 GPa : 1.8 GPa : 0.7 GPa = 1:3:1, the result indicates that Mode
II fracture is more likely to occur before other two modes. Taking to-
gether, the result in the current study provides a connection between
diffusion-induced stresses at the phase boundary and the cracking
propensity on the ac-plane. Should an initial crack form at the surface
of the particle as observed,22,48 fracture mechanics ought to be used to
study associated stress intensity factors and energy release rates.49 To
investigate the effects of internal stresses to a cracked particle, a finite
element method-based virtual crack closure technique was conducted
and the result is published elsewhere.50 It is complementary to the
study discussing three different lithium intercalation-induced dislo-
cation mechanisms for experimentally observed cracks.51 Moreover,
Woodford et al. have developed a fracture mechanics failure criterion
of a single particle and polycrystals;52,53 The “electrochemical shock”
has provided design criteria for several electrode material systems
(LixCoO2, Li1+xMn2O4, LixNi0.8Co0.15Al0.05O2, LixNi1/3Co1/3

Mn1/3O2) in which minimizing the diffusion-induced principal
shear strain is of paramount importance for long-lived battery
electrodes.52,53.

The C-rate dependent strain energy evolution during lithiation is
shown in Figure 5. The 1C model is inspired by Delmas et al.24

and high C-rate finite element models utilize the approach proposed
by Singh et al.35 The strain energy of the particle with 40% lithi-
ation at different C-rates is also compared, as indicated by square
markers (Figure 5). The result shows that with the same amount of
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Figure 5. The C-rate dependent strain energy evolution during a complete
lithiation cycle. The strain energies in the particles with 40% lithiation are
indicated by square markers. The 1C model uses a sequential phase transfor-
mation path proposed by Delmas et al.24 and high C-rate models are inspired by
Singh et al.35 The high elastic energy from the 6C model suggests that the ex-
istence of multiple coherent interfaces within a particle could be unstable,54,59

and therefore Singh’s approach is not plausible thermodynamically. As a result,
lithium ion diffusion in multiple channels or in the ac-plane simultaneously
are more plausible for the high C-rate model, as shown in Figure 4d.

lithiation (Figure 2a-2c), particles experience different strain energies
at different C-rate discharging. For the 1C model, there being nine
complete phase boundaries formed during different stages of lithiation
(Figures 1 and 5). Similarly, four and two repetitive fluctuations dur-
ing the strain energy evolution are observed in the 2C and 6C models,
respectively (Figure 5). The results indicate that the strain energy in-
creases when lithium ions diffuse into the channel, i.e., during the
two-phase region. The completion of the diffusion at each channel
forms a complete phase boundary between two single phases. That
is, the coherency results in local maximum volume misfits, which in
turns generating high strain energy inside the particle, shown as the
point A in Figure 5. Upon lithiation in the adjacent channel, LiFePO4

phase starts nucleating accompanying with most of FePO4 phase in
the rest of the channel and the particle. As such, the reduction of the
complete phase boundary results in the relaxation of the strain energy,
shown as the point B in Figure 5. Strain energy increases again due
to the coherency between two phases and reaches its local maximum
once the diffusion is completed in the said channel (the point C in
Figure 5). Of note, the total strain energy at the point C is comparable
to the one at the point A and it is mainly attributed to the total num-
ber of phase boundary remaining in the particle. Similar trend is also
observed for higher C-rate simulation.

From a thermodynamic point of view, the energy fluctuations dur-
ing the lithiation process suggest that the Gibbs comment tangent rule
is not applicable when a coherent interface is present, as previously
discussed by Cahn, Voorhees, Johnson, and Bazant.30,31,54–56 Briefly,
in the current study, a two-component isothermal system, whereas
phase behaviors in coherent equilibria is considered. A molar free
energy is used to present the chemical equilibrium initially without
the coherency, and a solid-solid coherency between two phases is in-
cluded and thus raises the potential energy of the system. Due to the
existence of the coherency, the mole fractions of the phases are no
longer smooth functions of the average composition of the alloy.54,57

The existence of the strain energy raises the potential energy of the
system and therefore, the comment tangent rule becomes invalid in the
two-phase region. Furthermore, a few experimental studies have con-
firmed that particles are either in FePO4 or LiFePO4 phases under low

C-rate (dis)charging,24,25,58 as solid solutions provide lower energy
barriers for thermodynamic equilibrium. Therefore, the high elastic
energy from the 6C model suggests that the existence of multiple co-
herent interfaces within a particle could be unstable,54,59 as the raised
potential energy is too large and lies above the free energy curve. As
a result, the models from Singh et al.35 propose that the number of
phase boundaries is proportional to the C-rate (Figure 2b-2c) are not
plausible thermodynamically. Moreover, several studies have shown
that for fast (dis)charging, LiFePO4 material does not demonstrate a
two-phase system.2 Therefore, the calculated high strain energy for
the 6C model suggests that another phase transformation path is pre-
ferred: a homogeneous phase transformation toward the suppression
of a two-phase system in a LiFePO4 particle is more energetically
favorable (Figure 2d), as discussed by Bazant.30,31

As such, we are currently studying the stress evolution in multiple
particles under higher C-rate discharging, in which the concentra-
tion dependency of materials properties and volume expansions are
also considered. Specifically, lithium ion diffusion in multiple chan-
nels or in the ac-plane simultaneously are considered, whereas an
increased number of incomplete phase boundaries exist in the system
(Figure 2d). The result from our current study indicates that coherency
between two phases plays an important role in the variation of the me-
chanical strain energy within the particle. As for a larger system, (i.e.,
multiple particles under higher-C-rate), incomplete phase boundaries
are generally reported.2,58,60 Therefore, it is expected that there are
less coherency inside the particles and less mechanical strain energy
fluctuation for a larger system.

Conclusion

A diffusion-controlled finite element model accompanied with the
experimentally observed phase boundary propagation is developed,
in which concentration-dependent anisotropic material properties and
volume misfits are incorporated. Increased mechanical stresses on the
phase boundaries are observed during the lithiation process. Specif-
ically, normal stress σxx and shear stresses σxy and σxz on the phase
boundary are at their highest values on the free surfaces of the phase
boundary. These diffusion-induced stresses could possibly lead to the
occurrence of Mode I, Mode II, and Mode III fractures if an initial
crack exists on the ac-plane. Thus, the current study provides impor-
tant complementary data about the cracking propensity in LiFePO4

particles, and we believe it is strongly related to the observed capacity
loss. In addition, C-rate dependent strain energy evolution and fluc-
tuation are also studied. The result indicates that coherency between
two phases plays an important role in the variation of the mechanical
strain energy within the particle. It is also observed that with the same
amount of lithiation, particles experience different strain energies due
to varied C-rate discharging. The large elastic energy from the high
C-rate model suggests that that the existence of multiple coherent
interfaces within a particle could be unstable since the total energy
becomes too large and lies above the free energy curve. Therefore,
lithium ions diffusion in multiple channels or in the ac-plane simul-
taneously are more plausible for higher C-rate models.
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